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At a recent visit to the Paperless Lab 
Academy event organised by Peter 
Boogaard and run over 13–14 May 
in Amsterdam I met up with Mohan 
Cashyap and in one of the breaks we 
started thinking about what applica-
tions we knew were currently available 
to source from the so-called Cloud and 
what direction our supporting solution 
providers were heading. There are poten-
tially clear advantages for organisations to 
be gained from adopting such solutions, 
especially at times when budgets for core 
IT support are under immense pressure. 
An IMS Institute for Healthcare Informatics 
report by Murray Aitken and Deanna Nass 
has predicted that the largest life science 
companies will need to decrease operat-
ing costs by at least $35 billion by 2017 
to maintain operating margins and invest-
ment levels in R&D.1 As analytical scien-
tists and spectroscopists we know that our 
specific needs are often way down in the 
list of priorities especially when central IT 
management are drawing up service level 
agreements with major service provid-
ers. So in order to enable us to at least 
hold a conversation with the IT manag-
ers we thought it would be worthwhile 
to start looking into the “Cloud”, what it 
really involves and how it could help 
us in our daily work. Wikipedia simply 
defines Cloud Computing as “... a model 
of network computing where a program 
or application runs on a connected server 
or servers rather than on a local comput-
ing device such as a PC, tablet or smart-
phone”. This column will be the first of 
two dedicated to understanding the 
Cloud and how it has already, and will in 
the future, impact the way we work in the 

laboratory. In Part Two we will give exam-
ples of systems already deployable, but to 
start off with in Part One we will look at 
explaining exactly what are the accepted 
terminologies in discussing Cloud systems 
and how they relate to the “real” world.

A cloud by any other 
name...
Clearly doing “stuff” in “the Cloud” has 
become terribly popular in recent years, 
indeed you (or at least your children) 
may well make use of services which 
either identify themselves as Cloud or 
display most of the characteristics of 
Cloud applications... but what does this 
actually mean and how can we classify 
something as Cloud without falling foul 
of over-zealous marketing departments? 
Interestingly, Peter Mell and Timothy 
Grance of the Computer Security Division 
of the Information Technology Laboratory 
at the National Institute of Standards in 
Gaithersburg, USA, produced the NIST 
Definition of Cloud Computing in 2011.2 
Clearly faced with this immerging field 
they decide to produce a guide “as a 
means for broad comparisons of cloud 
services and deployment strategies, 
and to provide a baseline for discus-
sion from what is cloud computing to 
how to best use cloud computing”. The 
intended audience was described as “... 
system planners, program managers, 
technologists, and others adopting cloud 
computing as consumers or providers of 
cloud services” which clearly includes us. 
As you will also find these definitions 
quite widely adopted it is worth spend-
ing some time understanding the differ-
ences.

First, let us look at what NIST defines 
as essential characteristics of a Cloud-
based system (Figure 1).

These are clearly recognisable char-
acteristics from your private lives but 
they are quite challenging if we want to 
move to a more corporate (or dare I say 
it regulated) environment. David Stokes 
has dealt with these NIST definitions and 
related them each in turn to the issues 
that they present to be overcome for 
the use of Cloud systems in regulated 
organisations.3 He discusses the risks 
associated with the various models and 
strategies to cope with many of them.

For us spectroscopists, the total possi-
ble market for such services is minute 
compared to the widely known consumer 
services such as social media and as such 
the risk or capital outlay for scientific solu-
tion providers in our sphere is dispropor-
tionately high—but the hosting of Cloud 
services to smaller solution providers is a 
new and growing industry which should 
lower the barriers and risk to provision. 
This neatly leads into the second section 
of NIST’s definition around the different 
service models (Figure 2).

In larger companies we may already 
be using applications deployed using 
one of the service models described in 
Figure 2 without actually knowing it. That 
is rather the point of the exercise—drive 
down costs by using shared resources 
whilst not impairing the end-users expe-
rience. In fact, in discussions around 
the meeting in Amsterdam it appeared 
that end-users had found unexpected 
benefits arising from switching to Cloud-
based solutions around better stability 
and much faster response times as the 
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software service was provided on the 
basis of a “vanilla” or out-of-the-box state 
without any internal corporate IT policy 
modifications to hinder its performance.

Finally, let us look at the various Cloud 
deployment models which we will use in 
discussing solution providers’ offerings in 
Part Two (Figure 3).

Clearly in our future discussions the 
flexibility of the deployment models will 
play a key role in delivering the most effi-
ciency gains for our end-users, as well as 
ensuring that any compliance and corpo-
rate scientific data handling policies are 
guaranteed: such as data being held in 
specific geographies under certain record 
retention policies. A potential solution to 
some of the regulatory issues could be a 

hybrid system where the applications are 
served from Cloud environment but the 
data is held within the corporate “Private 
Cloud” (Figure 4).

Your preparation for Part 
Two!
So that is the theoretical part of this story 
from a very high level. However, the most 
useful content is always delivered from 
personal experiences of putting differ-
ent IT systems together and deploying 
them in real life. What we would now like 
is to hear your experiences of moving to 
Cloud-based service provision. We will be 
bringing information in Part Two from the 
perspective of various vendors but your 
experiences will be far more valuable to 

your fellow readers. If you are happy to 
talk either on or off the record or if you are 
a software solution provider with some 
user-deployment success stories to be 
proud of please get in contact by e-mail-
ing ian@impublications.com.
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■■ On-demand self-service
■■ Automatic provision
■■ No human interaction required

■■ Broad network access
■■ Accessed over the network through standard mechanisms

■■ Resource pooling
■■ Provider’s resources are pooled serving multiple consumers
■■ Physical and virtual resources assigned dynamically according to 

demand.
■■ A sense of location independence —the customer generally has no 

control or knowledge over the exact location of the resources (may be 
able to specify location at a high level e.g., country, or data centre). 

■■ Rapid elasticity 
■■ Capabilities can be elastically provisioned and released to fit demand
■■ To the consumer the capabilities often appear to be unlimited and can 

be appropriated in any quantity at any time. 
■■ Measured service

■■ Cloud systems control and optimise resource by metering capability. 
■■ Resource usage is transparently monitored, controlled and reported. 

■■ Private cloud
■■ The cloud infrastructure is provided for exclusive use by a single 

organisation. 
■■ It may be owned, managed and operated by the organisation, a 

third party, or some combination of them, and it may exist on or off 
premises. 

■■ Community cloud
■■ The cloud infrastructure is provisioned on or off premises for exclusive 

use by a specific community of consumers from organisations that 
have shared concerns.

■■ It may be owned, managed and operated by one or more of the organ-
isations in the community, a third party or a combination.

■■ Public cloud
■■ The cloud infrastructure is provisioned on the premises of the cloud 

provider for open use by the general public.
■■ It may be owned, managed and operated by a business, academic or 

government organisation, or some combination of them. 
■■ Hybrid cloud

■■ The cloud infrastructure is a composition of two or more unique and 
distinct cloud infrastructures (private, community or public)

■■ They are bound together by standardised or proprietary technology 
enabling data and application portability (e.g., cloud bursting for load 
balancing between clouds).

■■ Software as a Service (SaaS)
■■ The consumer uses the provider’s applications running on a cloud 

infrastructure.
■■ The consumer accesses applications from various client devices 

through either a thin client interface, such as a web browser or a 
program interface but does not manage or control the applications 
nor the underlying infrastructure (possible exception of limited user-
specific  configuration settings).

■■ Platform as a Service (PaaS)
■■ The consumer deploys onto the cloud infrastructure applications pur-

chased or consumer-created using programming languages, libraries, 
services and tools supported by the provider.

■■ Again, the consumer does not manage or control the underlying infra-
structure but does have control over the deployed applications and 
configuration settings for the hosting environment.

■■ Infrastructure as a Service (IaaS)
■■ Processing, storage, networks and other fundamental computing 

resources are provided to the consumer
■■ The consumer is able to deploy and run software, including operating 

systems and applications. 
■■ The consumer does not manage or control the underlying infrastructure 

but has control over operating systems, storage and deployed applica-
tions; and possibly limited control of select networking components 
(e.g., host firewalls).
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Figure 1. NIST’s essential characteristics of the Cloud model with 
bulleted explanations.

Figure 3. NIST’s Cloud deployment models.

Figure 2. NIST’s Cloud service models.

Figure 4. Potential hybrid model to alleviate some compliance issues 
around fully hosted solutions.
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